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SUMMARY:
Dynamic and Innovative Machine Learning Engineer and also as a Gen AI Engineer with over 10+ years of experience driving impactful solutions through the development and deployment of advanced machine learning models, including large language models (LLMs) and deep knowledge on LAMA and Google dialogue flow. Proficient in leveraging Python libraries such as Scikit-learn and TensorFlow for regression, classification, and clustering, alongside ensemble techniques like XGBoost to enhance predictive accuracy. Skilled in building scalable data processing pipelines using Apache Spark and Hadoop, with expertise in data extraction through SQL.Adept at developing RESTful APIs with FastAPI for real-time predictions and employing data visualization tools to convey actionable insights to stakeholders.


Experience:
GEN-AI ENGINEER (JAN 2022 – TILL DATE):
Southwest Air Lines – remote, USA.
· Developed and deployed customer-centric AI applications using Large Language Models (LLMs) like GPT-4 and Google Vertex AI, automating customer service workflows, flight scheduling, and real-time support for Southwest Airlines operations.
· Designed Retrieval-Augmented Generation (RAG) systems integrating vector databases such as Pinecone and FAISS to retrieve flight-related documents, enhancing context-aware responses and operational efficiency.
· Crafted and fine-tuned dynamic prompt templates tailored to Southwest-specific scenarios, improving LLM response accuracy and relevance for customer interactions and operational queries.
· Automated end-to-end machine learning pipelines using Apache Airflow (Cloud Composer) on Google Cloud Platform (GCP), streamlining data ingestion, model training, and real-time response generation.
· Leveraged Google BigQuery for scalable data warehousing and analytics, enabling efficient data processing for customer feedback analysis and sentiment classification.
· Adapted pre-trained transformer models using PyTorch and TensorFlow on domain-specific datasets, improving model performance for use cases like automated rebooking, baggage tracking, and loyalty program management.
· Designed data pipelines with Apache Kafka and Spark to process and analyze real-time flight data and customer interactions, ensuring timely updates and operational insights.
· Created interactive dashboards with Power BI and Kibana to monitor AI system performance, track response accuracy, and provide actionable insights into customer satisfaction trends.

· Ensured robust data privacy and security compliance (GDPR, SOC 2) by implementing IAM best practices on GCP and securing sensitive customer data across AI workflows.
· Partnered with DevOps and Data Engineering teams to deploy AI models on Kubernetes and Docker, enabling scalable, high-availability Generative AI solutions integrated seamlessly with Southwest Airlines’ operational systems.
· Environment: TensorFlow, PyTorch, sci-kit-learn, LangChain, LlamaIndex, Semantic Kernel, AWS SageMaker, Bedrock, Lambda, S3, Elastic Kubernetes Service (EKS), REST APIs, Docker, Jenkins, ML pipelines, and CI/CD, Vertex AI, BigQuery.


AI-ML ENGINEER (JUNE 2017 – DEC 2021):
VOLA FINANCE – remote, USA.
· Designed and deployed machine learning models using Python, leveraging libraries like Scikit- learn, TensorFlow, and PyTorch, with end-to-end automation in AWS SageMaker to streamline the model lifecycle.
· Developed scalable MLOps pipelines using tools such as Jenkins, Airflow (Cloud Composer), and Vertex AI, integrating data preprocessing, model training, deployment, and monitoring for real- time applications.
· Utilized big data technologies like Apache Spark and Hadoop for large-scale data processing and feature engineering, enabling efficient handling of structured and unstructured datasets.
· Fine-tuned large language models (LLMs) using Hugging Face Transformers and deployed them for domain-specific applications, incorporating custom prompts for enhanced contextual accuracy.
· Integrated Docker and Kubernetes to containerize and orchestrate machine learning applications, ensuring scalability and performance in production environments.
· Engineered robust data pipelines for ETL workflows using SQL, AWS Glue, and Redshift, ensuring seamless ingestion, transformation, and storage of large datasets.
· Automated model testing and performance monitoring using MLflow, CloudWatch, and Prometheus, enabling real-time tracking of model drift and retraining processes.
· Collaborated with cross-functional teams to implement AI solutions, including designing architectures with RAG (Retrieval-Augmented Generation) systems using Pinecone and FAISS for optimized document retrieval.
· Conducted hyperparameter tuning and model optimization, employing techniques such as grid search, Bayesian optimization, and ensemble methods like XGBoost to achieve a 25% improvement in predictive accuracy.
· Enhanced AI development workflows by implementing CI/CD pipelines on Azure DevOps, ensuring efficient model updates and deployments with high availability.
· Environment: Python, R, Azure ML, NLP, Jupyter, Tensorflow, Hugging Face, Keras, Matplotlib, Kubernetes, REST API.


DATA SCIENTIST (SEP 2015 – APRIL 2016) :
NielsenIQ – India
· Developed predictive models using Python and Scikit-learn to analyze large-scale consumer data, enabling precise demand forecasting and market trend analysis.
· Leveraged SQL and Tableau for data extraction, transformation, and visualization, creating actionable insights for stakeholders and optimizing decision-making processes.

· Designed and implemented machine learning pipelines for clustering and classification tasks using K-Means, Random Forest, and Logistic Regression, achieving improved customer segmentation accuracy.
· Conducted feature engineering and statistical analysis to extract meaningful patterns from raw data, leading to a 20% increase in model performance.
· Utilized Hadoop and Spark for distributed data processing and analysis, enabling efficient handling of high-dimensional consumer datasets.
· Automated data preprocessing workflows using Python libraries such as Pandas and NumPy, reducing manual effort and improving processing time by 30%.
· Collaborated with cross-functional teams to deliver tailored analytics solutions, integrating data-driven recommendations into business strategies and achieving measurable results.
Environment: Machine learning, HDFS, Linux, Python (Scikit- Learn, Numpy, pandas), XGboost, R, SQL, MS Excel.



SOFTWARE DEVELOPER (JULY 2013 – AUG 2015) :
KPMG Technologies – India
· Developed and maintained enterprise-level software applications using C# and the .NET framework, ensuring high performance and scalability.
· Designed and implemented RESTful APIs for seamless communication between services, enhancing application interoperability and system efficiency.
· Utilized SQL Server for database design, optimization, and stored procedure development, ensuring efficient data storage and retrieval.
· Automated routine tasks and optimized application workflows through PowerShell scripting and backend logic enhancements.
· Integrated third-party APIs into client systems, enabling functionality such as payment gateways and real-time data processing.
· Worked with Agile development methodologies, participating in sprint planning, daily stand- ups, and code reviews to ensure quality and timely delivery.
· Implemented unit testing frameworks like NUnit and MSTest, ensuring code reliability and reducing production issues by 30%.
· Migrated legacy applications to newer platforms, leveraging modern architectures to improve maintainability and performance.
· Used Version Control Systems like Git and TFS to manage code repositories and ensure streamlined collaboration within the development team.
· Collaborated with cross-functional teams to gather requirements, design system architecture, and deploy client-facing solutions that improved business operations.
Environment: Python, Django, MySQL, Linux, Javascript, Jquery, GitHub, HTML5, CSS3

Education (2013):
North Maharashtra University | Bachelors in Business Management:
· Acted as an anchor for college events, demonstrating strong public speaking and communication skills while engaging audiences and facilitating smooth event flow.
· Participated in seminars and workshops, presenting research findings and project work through PowerPoint presentations, effectively conveying complex ideas to diverse audiences.

Skills:

	OLAP/ BI / ETL Tool: Business Objects 6.1/XI, MS SQL Server 2008/2005 Analysis Services (MS OLAP, SSAS), Integration Services (SSIS), Reporting Services (SSRS), Performance Point Server (PPS), Oracle 9i OLAP, MS Office Web Components (OWC11), DTS, MDX, Crystal Reports 10, Crystal Enterprise
10(CMC), Kubernetes, React JavaScript, Angular, Node.js , Docker.

	Cloud Technologies: GCP, Azure, AWS. Azure sagemaker, snowflake, SAP, Tableau, Amazon Redshift.

	Web Technologies: JDBC, HTML5, DHTML and XML, CSS3, Web Services, WSDL, GCP, javascript

	Tools: Erwin r 9.6, 9.5, 9.1, 8. x, Rational Rose, ER/Studio, MS Visio, SAP Power designer.

	Big Data Technologies: spark peg, Hive, HDFS, MapReduce, Pig, Kafka, BigQuery.

	Databases: SQL, Hive, Impala, Pig, Spark SQL, Databases SQL-Server, MySQL, MS Access, HDFS, HBase, Teradata, Netezza, Mongo DB, Cassandra, SAP HANA.

	Reporting Tools: MS Office (Word/Excel/PowerPoint/ Visio), Tableau, Crystal Reports XI, Business Intelligence, SSRS, Business Objects 5. x/ 6.x, Cognos7.0/6.0.

	Project Execution Methodologies: Ralph Kimball and Bill Inmon data warehousing methodology, Rational Unified Process (RUP), Rapid Application Development (RAD), and Joint Application
Development (JAD).

	Operating System: Windows, Linux, Unix, Macintosh HD, Red Hat.



